The sergeant package has a minor update that adds REST API coverage for two “new” storage endpoints that make it possible to add, update and remove storage configurations on-the-fly without using the GUI or manually updating a config file.

This is an especially handy feature when paired with Drill’s new, Docker container since that means we can:

* fire up a clean Drill instance
* modify the storage configuration (to, say, point to a local file system directory)
* execute SQL ops
* destroy the Drill instance

all from within R.

This is even more handy for those of us who prefer handling JSON data in Drill than in R directly or with sparklyr.

**Quick Example**

In a few weeks most of the following verbose-code-snippets will have a more diminutive and user-friendly interface within sergeant, but for now we’ll perform the above bulleted steps with some data that was used in DNS response data. The zdnsr::zdns\_exec() function ultimately generates a deeply nested JSON file that I really prefer working with in Drill before shunting it into R. Said file is stored, say, in the ~/drilldat directory.

Now, I have Drill running all the time on almost every system I use, but we’ll pretend I don’t for this example. I’ve run zdns\_exec() and generated the JSON file and it’s in the aforementioned directory. Let’s fire up an instance and connect to it:

library(sergeant) # git[hu|la]b:hrbrmstr/sergeant

library(dplyr)

docker <- Sys.which("docker") # you do need docker. it's a big dependency, but worth it IMO

(system2(

command = docker,

args = c(

"run", "-i",

"--name", "drill-1.14.0",

"-p", "8047:8047",

"-v", paste0(c(path.expand("~/drilldat"), "/drilldat"), collapse=":"),

"--detach",

"-t", "drill/apache-drill:1.14.0",

"/bin/bash"

),

stdout = TRUE

) -> drill\_container)

## [1] "d6bc79548fa073d3bfbd32528a12669d753e7a19a6258e1be310e1db378f0e0d"

The above snippet fires up a Drill Docker container (downloads it, too, if not already local) and wires up a virtual directory to it.

We should wait a couple seconds and make sure we can connect to it:

drill\_connection() %>%

drill\_active()

## [1] TRUE

Now, we need to add a storage configuration so we can access our virtual directory. Rather than modify dfs we’ll add a drilldat plugin that will work with the local filesystem just like dfs does:

drill\_connection() %>%

drill\_mod\_storage(

name = "drilldat",

config = '

{

"config" : {

"connection" : "file:///",

"enabled" : true,

"formats" : null,

"type" : "file",

"workspaces" : {

"root" : {

"location" : "/drilldat",

"writable" : true,

"defaultInputFormat": null

}

}

},

"name" : "drilldat"

}

')

## $result

## [1] "success"

Now, we can perform all the Drill ops sergeant has to offer, including ones like this:

(db <- src\_drill("localhost"))

## src: DrillConnection

## tbls: cp.default, dfs.default, dfs.root, dfs.tmp, drilldat.default, drilldat.root,

## INFORMATION\_SCHEMA, sys

tbl(db, "drilldat.root.`/\*.json`")

## # Source: table [?? x 10]

## # Database: DrillConnection

## data name error class status timestamp

##

## 1 "{\"authorities\":[{\"ttl\":180,\"type\":\"SOA\"… \_dmar… NA IN NOERR… 2018-09-09 13:18:07

## 2 "{\"authorities\":[],\"protocol\":\"udp\",\"flag… \_dmar… NA IN NXDOM… 2018-09-09 13:18:07

## 3 "{\"authorities\":[],\"protocol\":\"udp\",\"flag… \_dmar… NA IN NXDOM… 2018-09-09 13:18:07

## 4 "{\"authorities\":[],\"protocol\":\"udp\",\"flag… \_dmar… NA IN NXDOM… 2018-09-09 13:18:07

## 5 "{\"authorities\":[],\"protocol\":\"udp\",\"flag… \_dmar… NA IN NXDOM… 2018-09-09 13:18:07

## 6 "{\"authorities\":[{\"ttl\":1799,\"type\":\"SOA\… \_dmar… NA IN NOERR… 2018-09-09 13:18:07

## 7 "{\"authorities\":[],\"protocol\":\"udp\",\"flag… \_dmar… NA IN NXDOM… 2018-09-09 13:18:07

## 8 "{\"authorities\":[],\"protocol\":\"udp\",\"flag… \_dmar… NA IN NXDOM… 2018-09-09 13:18:07

## 9 "{\"authorities\":[],\"protocol\":\"udp\",\"flag… \_dmar… NA IN NXDOM… 2018-09-09 13:18:07

## 10 "{\"authorities\":[],\"protocol\":\"udp\",\"flag… \_dmar… NA IN NOERR… 2018-09-09 13:18:07

## # ... with more rows

(tbl(db, "(

SELECT

b.answers.name AS question,

b.answers.answer AS answer

FROM (

SELECT

FLATTEN(a.data.answers) AS answers

FROM

drilldat.root.`/\*.json` a

WHERE

(a.status = 'NOERROR')

) b

)") %>%

collect() -> dmarc\_recs)

## # A tibble: 1,250 x 2

## question answer

## \*

## 1 \_dmarc.washjeff.edu v=DMARC1; p=none

## 2 \_dmarc.barry.edu v=DMARC1; p=none; rua=mailto:dmpost@barry.edu,mailto:7cc566d7@mxtoolbox.d…

## 3 \_dmarc.yhc.edu v=DMARC1; pct=100; p=none

## 4 \_dmarc.aacc.edu v=DMARC1;p=none; rua=mailto:DKIM\_DMARC@aacc.edu;ruf=mailto:DKIM\_DMARC@aac…

## 5 \_dmarc.sagu.edu v=DMARC1; p=none; rua=mailto:Office365contact@sagu.edu; ruf=mailto:Office…

## 6 \_dmarc.colostate.edu v=DMARC1; p=none; pct=100; rua=mailto:re+anahykughvo@dmarc.postmarkapp.co…

## 7 \_dmarc.wne.edu v=DMARC1;p=quarantine;sp=none;fo=1;ri=86400;pct=50;rua=mailto:dmarcreply@…

## 8 \_dmarc.csuglobal.edu v=DMARC1; p=none;

## 9 \_dmarc.devry.edu v=DMARC1; p=none; pct=100; rua=mailto:devry@rua.agari.com; ruf=mailto:dev…

## 10 \_dmarc.sullivan.edu v=DMARC1; p=none; rua=mailto:mcambron@sullivan.edu; ruf=mailto:mcambron@s…

## # ... with 1,240 more rows

Finally (when done), we can terminate the Drill container:

system2(

command = "docker",

args = c("rm", "-f", drill\_container)

)

**FIN**

Those system2() calls are hard on the ![👀](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAABICAMAAABiM0N1AAAAA3NCSVQICAjb4U/gAAAAWlBMVEVHcEzh6O3h6e3n5+/h6e3l6u/i5+3j6O/h6O7g6O3f7+/h6e3i6e31+Prh6O0pLzOImabw9Pfn7PDr8PSksbvDy9Jwf4lJUVeAkJyRoa1ha3I2PULZ3uS1wMldUwM2AAAADXRSTlMAz6cgvzBgRIfvEN9wklX97AAAApNJREFUWIXtmNu2oyAMhqu2nloVLJ71/V9zIEEMinb2DGtuprno6rbf+vMnHIR9u33jG1s8kuR3oMfl7/krKFU80wsuShEK0uhMJs1KE+EJlYcbU6a5025Q0shiF5RkNuRowwOQmvOi4DXmO0JxiVBhoEM60AEC4g3lOXXqlSlqhxLqFFtwB5SoZ5xAkM4alzzY6WglC4qynQ5CGe14etBBKKBC94MOeiIdeDh0ECINj52Q6lNymQsh4vspoSNTqPlLm/h2MJxait3JwPc6KKE7l23p6SpMQ7qV0YkhtBRvrl2GEErMkDkRmi08MwRdCq9NYzZYvfmpa+hStlbmNo3ZXmurz5i1ttcFo2q7f6gMoPQTowZXl39WmelkpplGDIwxsViq2vZaPm8EU1DD95BhZqWCsVAKm5Rg+Y2BhqawoUQzi/q1bwf5tWGCKGH9qSqfC4SE/GpDkA0YpdNOVTVDjRR6Q7ehj0pnnKoJahdM7LIpoVkiXVVVHTyWfwkq9IRV/W6kGwWNBWZjDRW6AzOgDgrxuWdsthsp9716hVBI2hvoxgxC0kJbQSzq8djJhttC8kNaGBGCJN1ILIFtKbToXFU1iaaReM8GKhQpIWlhQqgDaCINgGx3yuhoGTOzCYZWfsgOWYzMxhxCNjOSJm1CrQ21/1LoT0vbmm2Yq2brcXE0e97Z/jD8pvzD8Ju5pnNdT0iTbDch6RJBnfZ6iaBOf1gi1qKVMqNELhctQIwdFq21jbQt7FvX20jb7yHYRrxtbGarnf9yqzWbv/OV9JPN39vryNsL0tsr298hwtuxxttBy9/Rz9th1N/x2NuB3d8Vwtulxt8168cXP3528fN3FfV3Ob55u67rCn38A+Eb/1v8AgRfsPh3jfmmAAAAAElFTkSuQmCC)and a pain to type/remember, so they’ll be wrapped in some sergeant utility functions (I’m hesitant to add a reticulate dependency to sergeant which is necessary to use the docker package, hence the system call wrapper approach).

Check your favorite repository for more sergeant updates and file issues if you have suggestions for how you’d like this Docker API for Drill to be controlled.